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ABSTRACT

RISC System/6000 computers are work-
stations with a reduced instruction set pro-
cessor recently developed by IBM. This re-
port details the performance of the 6000-
series computers as measured using a set of
portable, standard-Fortran, ccmputation-
ally-intensive benchmark codes that repre-
sent the scientific workload at the Los
Alamos National Laboratory. On all but
three of our benchmark codes, the 40-ns
RISC System: was able to perform as well as
a single Convex C-240 processor, a vector
processor that aiso has a 40-ns clock cycle,
and on these same codes, it pcrformed as
well as the FPS-500, a vector processor with
a 30-ns clock cycle.

1. Introduction

In this paper we report the results of a
study of IBM RISC System/6000 central pro-
cessing unit (CPU) performance as

measured by a set of Fortran benchmarks

representing the scientific workload at Los
Alamos National Laboratory (LANL). 't'he
RISC System/6000 is a reduced instruction
set computer (RISC) whose architecture may
be referred to as “superscalar’ (or opti-
mized scalar), because the hardware can
carry out more than one instruction per
clock period.! Two RISC System/6000
computers were recently loaned to the
Advanced Computing Laboratory (ACL) at
LANL as part of a beta-testing agreement.
Our benchmark codes have been used to
test an extensive list of high-performance
computers.4-5 In particular, they have been
very useful in measuring the performance
of a wide variety of vector processors. In
this paper we will comparc the performance
of the new IBM RISC System with two of
these vector machines, especially a single
processor of the Convex (C-240 system. We
concentrate on this machine simply because
it has the same CPU clock cycle as one of
the IBM RISC Systems.  As such, the data
allow direct comparison of the efficiency of

a vector processor relative to that of an opti



mized scalar processor, the only such
The
other vector processor we include is the
Floating Point Systems FPS-500 FPX.

comparison of which we are aware.

3. Results

3.1 Performance on Primitive Vector
Operations

Two of our benchmarks, VECOPS and
VECSKIP,

performance of vector operations as a

are designed to measure
function of vector length for several dif-
ferent memory access patterns. Although
the RISC Systems do not have vector
capability, the memory is organized as a
hierarchy composed of registers, a
(relatively) large, fast data cache, and a
larger, somewhat slower main memory.
On an architecture such as this these codes
can measure the effect on performance of
in-cache residency of data vs. out-of-cache
requests. In Table 1, we report rates for
"vector operations” as a function of "vector
length,” in order to maintain consistency
with the corresponding data from a vector
computer, given in Table 2. However,
because the RISC Systems are not vector
computers, these terms refer to an iterative
operation on arrays, still denoted as "V1,”
“V2," etc., and a particular loop length of
In both VECOPS and VECSKIP,

there is an inner loop that performs the

interest,

indicated operation, while an outer loop
simply repeats this inner loop enough times
to get measurable results.

A plot of rate vs. vector length for the
operation Vi = V2 + V3 on the 40-ns 1BM

RIGC System is shown in Figure 1. The plot

shows a dependence on vector length that is
characteristic of a vector computer; this
occurs on the RISC System because of the
the
operands (and storing the results) through

latency associated with loading
the cache. The time, T, to carry out a vector
operation of length n, has been described by
Hockney8 in terms of an asymptotic rate,
r., and a vector half-length, ny,o (eq. 1).
Others59.10 have described the same

functionality in terms of a linear model
with a startup time, Ty, and an element

time, T, (eq. 2).
T:(n+n1/2)/rm (1)
T=Tgy+nT, (2)

These two descriptions are algebraically
equivalent, as noted by Lubeck.® In Figure
1, the data are shown by large dots (¢) while
the smooth curve that has been drawn

represents an approximate fit to the data
using the Hockney formulation with r_ =

8.2, and n)/p = 2.45. A fit using the straight

line methoa to these data will be discussed
in more detail below,

In the operation that was carried out t{¢
produce Figure 1, all of the required data,
the two operands V2 and V3, and the result,
V1, fit within the 64-kbyte cache on the 40-ns
RISC

results are observed when the smount of

System. Significantly different
data required for the uperation exceeds the
capacity of the cache, or when the ar-
rangement of data in main memory is such
that the memory-cache mapping is non-
optimal.  An example of this is shown in
Figure 2, which depicts a plot of rate vs.
vector lengrth for the operation V1 2 V2 * VY
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Figure 1. Plot of rate in millions of
floating-point operations per second
(MFLOPS), vs. vector length for the
“vector” operation V1 = V2 + V3 on the 40-
ns IBM RISC System/6000. Experimental
data are represented by bullets(¢), while

the smooth curve represents a calculation
using the Hockney parameters r_ = 8.2

MFLOPS and n, = 2.45.
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Figure 2. Plot of rate (MFLOPS) vs. vector
length for V1 = V2 * V3 + V4* V5 on the 50-
ns IBM RISC Syatem/6000,

on the 50-ns IBM RISC

System/6000.

This machine, contains a 32-kbyte
cache. The overall shape of the curve in
Figure 2 has been qualitatively described
previously using similar data coilected on a
single processor of the Alliant FX system.l!
The initial part of the curve shows the same
functionality as in Figure 1. Cache misses
become significant at about vector length
225, where a steep drop in rate is observed,
and at a vector length of about 1100, the rate
becomes constant. At this point the observed
rate is largely a function of the rate at
which the cache line (64 bytes) can be
refilled from main memory. The observed
rate of about 5 MFLOPS corresponds to a
result every 15 clock periods, which is the
number of clock p_riods recuired to reload a
The sharp

drop in rate shortly after vector length £00

cache line following a miss.

may be due to the total capacity of the cache
being exceeded, since the maximum vector
length that can be accomodated for five
vectors is 819 (double-precision) words.
While a detailed explanation of the
cache behavior is beyond the scope of this
paper, we note that performance can be a
sensitive function of the relative starting
addresses (in memory) of the arrays
invelved and the organization of the cache,
as well as the loop lengths of interest and
the loop strides. The 50-ns RISC System has
It is
possible to define “pathological” cases

512 cache lines a..d 128 cache sets.

where each of the five arrays are mapped
into the same cache line and cache set. For
the five-vector system, this means that every
reference to the fifth vector will require
relonding a cache line. In such a case,

even with unit stride, we have observed



rates of less than one MFLOP per second at
all vector lengths.

Table 1 lists the megaflop rates obtained
for a variety of "vector” operations on the
40-ns IBM RISC System. For comparison,
the corresponding data from a single
processor of a Convex C-240 min-
isupercomputer are given in Table 2. We
can make the following qualitative
comparisons based on the data from the two
First, the IBM RISC System
clearly has an advantage at short vector

machines.

lengths. This advantage is quite lopsided at
vector lengths as long as 25 or so (not shown
in the Tables). At longer, asymptotic vector
lengths, differences between the two
machines mostly vanish, with two
exceptions. The exceptions, which are dis-
cussed below. are for the operations V=V +
SandV=S*V+S*V.

Table 3 lists the results of least-squares
fits to the 40-ns IBM RISC System data
using equation (2). The value of the start-up
time, T, given in Table 3 for A(l) = B(I) +
S, is much smaller than the vnlue of 1922
nanoseconds (ns) we found for the Convex.3
This accounts fcr the substantial difTference
in rates between the two machines at very
small vector lengths.12

To understand the differences in rates
at larger vector lengths we must look at
what the model predict: for the rate at which
each machine can produce a result for each
operation, shown in the third column of
Table 3. It is at this point we begin to see
evidence of the instruction-level paral-
lelism provided by the IBM RISC System.

Cernsider, for example, the operation

A) = Bd) + C(l). This operation requires

Table 1. Rate (MFLOPS) for Selected Vector
Operations as a Function of Vector Length on the
40-ns IBM RISC System/6000

Vector Length

Operation 10 50 100 500 1C00

VaVa+S§ 80 95 97 989 99
VuV+S(I=1N2) 45 79 B89 95 938

V=V+S(I=1N23) 45 79 89 08 08
VaVs+V 63 80 80 82 82
VeV+S*V 127 160 160 164 164
VaV*V+V 101 121 121 123 123
VeS*V+S*V 173 184 184 185 178
VaV*V+V*V 124 146 146 148 148
VDeV(D+V*V 72 82 81 82 82

Table 2. Rate (MFLOPS) for Selected Vector
Operations as a Function of Vector Length on a
Singl? Processor of the Convex C-240

Vector LenEth

Operation 10 50 100 500 1000

VaVs+S 39 92 105 16 117
VaV4+8d=1,N2) 24 87 108 111 111
VaV4+Sd=1N2n 23 87 109 111 111

V=V+V 33 68 15 79 19
VeV4+S*V 62 134 148 158 158
V=V*V.+V 54 107 114 118 118

VeS*V4+S*V 75 199 20 233 235
VeVe*rV4VeEY 65 132 139 144 145
VID=V(D+V*V 31 63 68 72 12

the sequence of instructions LOAD B, LOAD
C, ADD, and STORE A, which consumes
four clock periods for each result.
However, the data indicate a time-per-
element of 120 ns, which corresponds to
three clock periods on the 40-ns RISC
The RISC System accomplishes
this by executing a (pre-)load for one of the
operands at the same time that it performs

System

the floating-point operation.

Table 3 includes an explanation of how
the RISC System carries out several rep-
resentative vector operations, showing the
steps that are repeated in ench loop after the
pipelines have been londed.  In each case,

the sequence of instructions involves a pre-




fetch being performed in parallel with a
floating-point operation. By so doing, the
RISC System is able to eliminate one clock
period per iteration from the sequence that
would otherwise be required in a single-port
vector computer such as the Convex. This
also allows the RISC System to achieve the
same flop rate per cycle as an IBM 3090/VF
processor. 13

It is interesting to compare the effi-
ciency of the RISC System/6000 with that of
a Convex processor for the operation A(I) =
S1* B(I) + S2 * C(I). On the Convex this is
a "three-chime" operation, involving the
sequence LOAD C - MULTIPLY 82
(chained), LOAD B - MULTIPLY S1 - ADD
(chained), followed by STORE A. Thus the
Convex can produce a result every three
clock cycles, suggesting a peak rate of 25
MFLOPS; about 24 MFLOPS was observed.
The RISC System, on the other hand, re-
quires four clocks per result, suggesting a
peak rate of 18.75 MFLOPS, while about 17
MFLOPS are olLserved. This is the only
operation in the group we have studied for
which the rate on A Convex processor can
exceed the rate on the RISC System.
Apparently, the RISC Gystem compiler is not
extracting all the available parallelism.
The operation seems to involve the sequence
LOAD B;, MULTIPLY 82, C; - Load C; 1
(simulitaneously), MULTIPLY / ADD,
STORE A. In arincipal, the multiply should
occur simultaneously with the LOAD B;,

and the multiply / add should occur
simultaneous!y with the LOAD C;,,.

At this time we cannot explain the re-
sults for {he RISC System on the operation V
= V + 8§, which runs at the aggregate rate of

one result every 2.5 cyecles (10 MFLOPS
asymptotic rate). An asymptotic rate of
about 12.5 MFLOPS, corresponding to one
result every 2 clocks, is expected, and an
examination of the generated code shows
that the instruction sequence given in Table
3 is nominally correct. Further explanation
of the V=V + S (and V = V * S) operation is
required.

3.2 Comparison of Performance on Larger
Benchmarks

In Table 7 we show benchmark execu-
tion times for the 40-ns RISC System along
with those from a cingle processor of thke
C-240
description of the C-240 has appeared

Convex system.3 A complete
elsewhere.14 Here, we merely note that it tao
is a demand-paged dynamic-memory
system, and it has a 4-kbyte scalar data
cache, independently pipelined functional
units, and eight 128-element 64-bit vector
registers. Our benchmark of the C-240 was
carried out in July, 1989,

A description of the benchmark codes
may be found in the appendix to Reference
2. All codes use 64-bit precision. Timing
on the IBM RISC System was carried out by
reading the 64-bit real-time clock using an
IBM-guppiied routine.

We consider first several codes in our
benchmark set that do not vecturize. These
are GAMTEB, for which we estimate the
level of vectorization is about 20%, and
ESN, SCALGAM, and PHOTON, which do
not vectorize at all. In a previous report? we
compared the performance of the 40-ns IBM
RISC System/6000 with two other RISC-based



[ Table 3. St.artupJTimes,T,, and Execution Times, g Derived from the Least-Squares Fit, and
Execution Sequences for Various Vector Operationa on the 40-ns TBM RISC System/6000
Operation ?.,—nF[Te_ns Execution Sequence After Startup
(clocks)*

AD=B(+S £53 100(2.5)| 1) Add B;, S;Loac B ;,,
2) Store A

AD=B(Dh+S{I=1,N,2) 123 100(2.5) | Same as above

A = B(D + &) 315 125(3) | 1) load G
2) Add B;, C; ; Load B, ,
3) Store A,

All) = B(D) + S * C(D) 5 120(3) |V LoadC;
2) Multiply /Add B, S,,C, : Load B, ,
3) Store A,

A = B(h) + C( * DX 30 160(4) |1 Load D,
2) Load B,
3) Multiply /Add B, C,, >, ; Load C,
4) Store A,

A(l) = S1* B(l) + 82 * C() 240 160(4) |1 Load B
2) Multiply 82, C;;Lead C,
3) Multiply / Add S1, B,, resuit from 2)
3) Store A;

Ah=Bh*ch+DDH*ED | 30 200(5) |1) LondD,
2) Load C,
3) Multiply E, D,,; Load B ,,
4) Multiply / Add B,, C,, res. from 3); Lond E, ,,
5) Store A,

* The time-per-element is given first in nanoseconds, and Lthen as the number of CPU cluck periods

ta which this value correaponds.

computers, the SUN-4/390 and the Digital
Equipment Corporation DECstation-3100.
The results of comparing the RISC System
with the Convex are almost directly opposite
those for the SUN and DECstation. Relative
to the SUN ard the DECstation, the IHM
RISC System performed best on codes that

6

could vectorize. However, the Convex has
the advantage on these codes, and the
relative performance of the RISC System is
best on the scalar codes in the benchmark
set. The RISC System runs SCALGAM and
PHOTON about 1.5 times faster than does n

single processor of the Convex (-240,



[ Table 4. Comparison of Benchmark Execution
Times! for the 40-ns IBM RISC System and a
Single Proceasor of the Convex C-240
Convex 40-ns IBM Ratio:
Code G240 RISC System Tc_940/
Time Time TIBM
HYDRO 746 2008 04
VGAM 44 70 06
MATRIX 140.0 1470 10
WAVE 4102 3643 11
1LSS300 5402 4973 11
LSS 235 202 12
FFT 14.7 115 13
GAMTEB 10.7 81 13
SCALGAM 2421 1634 15
PHOTON 3382 213 15
INTMC 31.1 186 1.7
ESN 419 180 23
1Times are in seconds on a dedicated machine.

although a critical fix to the IBM Fortran
DINT intrinsic function, a major time
consumer in these two codes, was required.2

On the vectorized codes in the bench-
mark set, performance of the two machines
is mixed. On MATRIX, LSS, LSS300,
WAVE, and FFT, the two machines are
basically equivalent. However, a single
Convex C-240 processor runs HYDRO and
VGAM much faster than the 40-ns RISC
System. The vectorizable code that the RISC
System runs fastest relative to the Convex is
FFT, which involves short vector lengths
that expose the relatively larger vector
startup times on the Convex. In spite of
comparable performance for MATRIX and

LSS on the C-240 and RISC System, a single
processor of the Convex C-240 runs HYDRO
1.6 times faster than does the 40-ns 1BM
RISC System. HYDRO involves vectors that
are accessed with a stride of 100 and
therefore the RISC System cachz cannot
support the required memory bandwidth.
Although the Convex processor also has a
cache, it is used only for scalar data. A
more detailed discussion of wae effect of
bringing "vectors” of data through a cache
on HYDRO may be found in the IBM-
3090/VF benchmark, where similar
degradations in rate were observed.15

The Convex runs the VGAM17 henchi-
mark about 1.7 times faster than the 40-ns
RISC System. This code involves many
gather operations at large vector lengths,
which strongly suggests that the RISC
System may again be suffering large
numbers of cache misses.

Finally, we report preliminary results
for PUEBLO3D, a new code that is to bacome
part of our standard benchmark sui‘e.1©
PUEBLO3D is a Lagrangian hydrodynam-
1cs code used to model point explosions in
space. The code is highly vectorizable,
although Cray compiler directives are cur-
rently included. Results are shown in
Table 5, in which several levels of optimiza-
tion for the Convex C-240 are included.

Table 5. Comparison of PUEBLO3D Execuuion Times! for the Convex C-240
nnd the 40-ns RISC System

40-ns RISC System Convex C-240 Nuten
Time Time
9799 (231.4) 190.8 Single-processor Convex; no compiler directives
8.8 Single-processor Convex with compiler directives
500 Four-prucessor Convex

ITimes are in seconds on a dedicnted mnchine.




This is the only instance in this paper in
which multiprocessor results are shown.
PUEBLO3D amplifies the problems as-
sociated with use of the RISC System cache
on vector codes. The code is set up to run a
grid of size 32 X 32 X 32 and arrays are
initially dimensioned to this size. Thus,
the 32K elements of this grid all map to the
same cache set. This is why the
performance for the 40-ns RISC System (979
seconds) is about 20% of the single-processor
Convex performance. Because of the way
the code is set up, it is impossible to change
the array dimensions without changing the
size of the problem that is run. So we ran a
slightly larger case, 33 X 33 X 33, on the
IBM. The execution time for this larger,
"re-mapped” problem is 231 seconds, ~25%
of the time for the smaller problem, and
closer to the performance of the (single-
processor) Convex without compiler
directives. The Convex C-240 also achieves
a speedup due to automatic concurrent-vector
computation on PUEBLO3D, with the
execution time decreasing to 50 seconds.
Table 6 presents a comparison of the 40-
ns RISC System with another vector
computer, the Floating Point Systems FPS-
500 FPX. This machine has a 30-ns clock
cycle. The FPS-500 processor consists of a
RISC scalar processor rated at 33 MIPS and
a vector processor containing eight 1024.
element (64-bit) vector registers. We
benchmarked a single-processor FPS-500
containing 128 Mbytes of memory. We used
a beta-release of the FPS Version 3 Fortran
compiler, which, with use of a compile-line
option, inlined several intrinsic functions,

notably DINT in SCALGAM and PHOTON.
The FPS-500's performance exceeds that

Table 6. Comparison of Benchmark Execution
Times! for the FP3-500 and the 40-ns RISC
. System

FPS-500 40-ns IBM Ratio:

Code Time Time Tpps.500/
Tipm

PUEBLO- 97.0 979.9 0.1
D (231.4) 0.49)
HYDRO 72 2008 04
VGAM 41 70 06
LSS300 4855 4973 10
WAVE 3883 3643 11
MATRIX 1700 1470 12
SCALGAM 242 163.4 14
PHOTON 3103 213 14
LSS 2.7 202 15
GAMTEB i43 8.1 18
INTMC 188 186 21
FFT 30.1 115 26
ESN 66.8 180 21
1Times are in seconds on a dedicated
machine.

of the 40-ns RISC System on HYDRO and
VGAM, again because the non-contiguous
access to memory in these codes causes too
many cache misses on the RISC System,
and on PUEBLO3D, due to the cache
alignment problems discucsed above. The
relative ordering of the codes in Table 6 is
roughly the same as it was in Table 4,
except for the effect of the FPS-500's longer
vector registers on LSS, LSS300, and FFT.

4. Conclusions

In a previous paper we compared the per-
formance of the IBM RISC System/6000 .na-
chines with other RISC-based computers.2
We reported that the biggest advantage the
"superscalar” IBM architectures had the
over other RISC-based systems was on the
vectorizable floating-point codes in our
benchmark set. This was particularly true
for LSS and MATRIX, because these codes
are dominated by the SAXPY operation, and
thus could take advantage of the RISC



System's pipelined multiply-add instrue-
tion.

It is not surprising that the IBM RISC
System held this advantage over the more
conventional RISC systems on vectorized
codes. In general, vectorization represents
a highly-ordered form of computation that is
amenable to any highly pipelined architec-
ture, of which the RISC System/6000 is one.
An important question, though, is whether a
highly pipelined (super)scalar machine can
achieve performance comparable to that of a
vector processor. This study has provided
some answers to this question.

We compared the IBM RISC System/6000,
a machine with no vector capabilities, with
two representative mid-range vecter pro-
cessors. On all but three of our benchmark
codes, the 40-ns RISC System was ablz to
perform as well as a vector processor
having the same CPU clock cycle, and on
these same codes, it performed as well as a
vector computer having a faster CPU cycle.
On codes that are largely scalar in nature,
the RISC System performed better than both
of the vector machines, possibl’ because of
the RISC System's novel branch pre-
diction/execution capabilities as well as its
decreased pipeline startup time. The vector
machines gained maore of an advantage
over the IBM workstations as vector lengths
increased, and only on the codes that
accessed memory with large strides did the
vector processors perform significantly
better than the IBM machine. In these
cases, the cache on the RISC System
prevented the hardware from maintaining
a fully loaded floating-point pipeline. The
cache is the only "weak lin%:" that we have
been able to discover in the RISC

System/6000 architecture. Many of the codes
developed at Los Alamos use constant non-
unit strides through memory because the
codes were developed for the Cray Research
line of computers, on which the penalty for
non-unit strides is less significant than on
other architectures.®

Finally, we remind the reader that the
oar benchmarks are intended to represent
the scientific computing workload at LANL.
Benchmarking is a highly workload-de-
pendent endeavor, ans. thus one must use
caution when comnaring our results with
those obtained using other workloads.
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